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Who am |7 - 2

* Professor at U. Texas Arlington (2001 — present)

— Led the design and implementation of D-Zero computing grid
* Led the group on discovery of Higgs in WW final states

— Led International Linear Collider detector R&D beam testing
— Joined ATLAS @ LHC 2005 and led the grid computing user services
— Led a subgroup in LHC Higgs Cross section working group

— Contributed to 2012 Higgs discovery (see the TV interview) and the
subsequent precision property measurements

— Moved to neutrino experiment and created and leading the Beyond the
Standard Model physics group till 2021 (1st ever in the community!)

— Constructed two DUNE field cages (2018&2022) for Prototypes @CERN
— To construct half the FC and the whole FC for first two 17,000t modules

— Leading the technical design of the 2" 17,000t module HV system
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What is High Energy Physics (HEP)?

* The elevator talk: A subfield of physics that seeks to
understand what makes up the universe and what the
fundamental forces between them are

 Known forces (interactions):
— Gravitational Force
— Electromagnetic Force
— Weak Nuclear Force
— Strong Nuclear Force

* Current theory: The Standard Model of Particle Physics
(SU3xSU2XU1)

 Most important: Ask yourselves why, what and how?
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HEP and the Standard Model
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 Total of 16 particles (12+4 force mediators) make up all the visible

matter in the universe! =» Simple and elegant!!!
« Testedtoa precisicln better than 1 part per million!
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Some remaining issues in HEP..

Why is the mass range so large (0.1m; - 175 m,)?
s the particle discovered at the LHC really the Higgs particle?
Why is the matter in the universe made only of particles?

Neutrinos have mass!! (OMG!! The SM is broken!!! )

— What are the mixing parameters, particle-anti particle asymmetry and
the neutrino mass ordering?

Why are there only four apparent forces?

— Were they all unified at the Big Bang? gﬁﬁiﬂﬂ"ﬂ]’“[ﬂnv
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How does a nuclear power plant work?
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My 1000 year dream: Skip the whole thing!

Make electricity directly from nuclear forces!
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So what's the problem?

Why is the mass range so large (0.1m; - 175 m,)?
|s the particle we discovered really the Higgs particle?
Why is the matter in the universe made only of particles?

Neutrinos have mass!! What are the mixing parameters, particle-
anti particle asymmetry and mass ordering?

Why are there only four apparent forces?
— Were they all unified at the Big Bang?

s the picture of the universe we present the real thing?

Dec. 7, 2022 HTC, HEP & the Society 13
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What makes up the universe?
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So what's the problem?

Why is the mass range so large (0.1m; - 175 m,)?
|s the particle we discovered really the Higgs particle?
Why is the matter in the universe made only of particles?

Neutrinos have mass!! What are the mixing parameters, particle-
anti particle asymmetry and mass ordering?
Why are there only four apparent forces?
— Were they all unified at the Big Bang?
s the picture of the universe we present the real thing?

Are there any other particles we don'’t know of?

— Big deal for the new LHC Run that started now and in the new
experiments starting up in the US!

Where do we all come from?
Can we live well in the universe as an integral partner?
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Accelerators are Powerful Microscopes.

They make high energy particle beams
that allow us to see small things.

)
L (
seen by seen by
low energy beam high energy beam
(poorer resolution) (better resolution)

*



Accelerators are also Time Machines.

They make particles last seen
In the earliest moments of the universe.

particle beam anti-particle beam

energy energy

Particle and anti-particle annihilate.

E = mc?



Fermilab Tevatron and LHC at CERN

«  World's Highest Energy proton-anti-proton collider *+  World's Highest Energy p-p collider

4km (2.5mi) circumference

E.=2 TeV (=6.3x1077J/p=> 13M Joules on the
area smaller than 10m?)
Same as the KE of a 20t truck w/ speed 130km/hr

+~100,000 times the energy density at the ground 0 of the
Hiroshima atom bomb

Tevatron was shut down in 2011
New frontiers with high intensity proton beams

including the search for dark matter with
beams!!

I W TR T
ST

LHC Excavated Structures
&HEP &th@&@@&ty«ms )

—  27km (17mi) circumference, 100m (300ft)
underground

— Design E.=14 TeV (=44x10-"J/p=» 362M Joules
on the area smaller than 10*m?)

> KE of a B727 (80t) w/ speed 310km/hr

»  ~3M times the energy density at the ground 0 of the
Hiroshima atom bomb

Discovered a new heavy particle that looks Higgs in 2012
Search for new particles has been ongoing!!
The LHC started back up in 2021 at high intensity

LHC PROJECT q}J UNDERGROUND WORK
Poinl

wm—— LHC Project Structures

ST-CE/ljr
. 18/02/2002
LHC Completed Structures (CV, EL, HM, MA)
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The ATLAS and CMS Detectors
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The Next Big Thing - DUNE LA(V=
» Stands for Deep Under Ground Neutrino Experiment

» The $2.5B US flagship long baseline (1300km) v experiment
— 1500m underground in South Dakota
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Images in DUNE LAr-TPC Prototypes

Throughgoing u Electromagnetic shower + two muon decays

Run 1256 Event 21 02.10.2019, 16:27:29 GMT + 426922088 ns

Sample No

30C
Channel No

Multiple hadronic interactions in a shower

Run 4696, Ev 103: Run 1266 Event 5 03.10.2019, 15:30:14 GMT + 398187584 ns

2 EM showers and a pion interaction

N
o
o
o
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>
o
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1,500 ! 1,700 1,800 1,900
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The Problem

» Detectors are complicated and large =» Need large
number of collaborators

— They are scattered all over the world!

Dec. 7, 2022 HTC, HEP & the Society 24
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LHC Collaborations

ATLAS CMS

Austria Belgrum Bulgaria
USA France
CERN Finland
Germany /
France
Germany
Russia Italy Greece
Hungary
Japan AL IR
Uzbekistan Ialy
Ukraine =W
Slovak Republi
- ova G?m.gi; Poland
CERN Belarus
WS Armenia urkey . Fortugal
Serbia Korea a, P Spain
Pakista Iran . . ) .
New-Zealind 1y China (Taiwan) “Switzerland
Estonia | Croatia
Cyprus
ATLAS+CMS over 6000 Physicists and Engineers
Over 60 Countries, 250 Institutions
Dec. 7, 2022 HTC, HEP & the Society 25
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The Map of the DUNE Experiment
E \

NEUTRINO

>1400 collaborators
>200 institutions

>30 countries + CERN https:/lwww.dunescience.org/about-the-collaboration/
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https://www.dunescience.org/about-the-collaboration/

number

The Problem

» Detectors are complicated and large =» Need a large

of collaborators

— They are scattered all over the world!
0 we get them communicate quickly and efficiently?

— MOW C
— MOW C

— MOW C

0 we leverage col
0 we efficiently uti

» Data size is large >>10

— Entire data set 15+PB on disci «
— Where and how to store the 1a ...

— How do we allow collaborators ",
to access data in an efficient fi .-

Dec. 7, 2022

X

aborators’ capabilities?
ize all the computing resources?

PB per year for raw data only

ATLAS Data at CERN 2010-Jun 2012

15+ PBytes ------ >

2PB
HTC,HEP§
Dr_ Jae| 2010-Jan 2010-Apr 2010-Jul 2010-Oct 2011-Jan 2011-Apr 2011-Jul 2011-Oct 2012-Jan 2012-Apr




The Problem, cont'd
» How do we allow people’s analysis jobs to access data

and make progress rapidly and securely?

— What is the most efficient way to get jobs’ requirements
matched with resources?

— Should jobs go to data or data go to jobs?
— What level of security should there be?

* How do we allow experiments to reconstruct data and
generate the large amount of simulated events quickly?

— How do we garner the necessary compute and storage
resources effectively and efficiently?

— What network capabilities do we need in the world?
» How do we get people to analyze at their desktops?

Dec. 7, 2022 HTC, HEP & the Society 28
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What is a Computing Grid?
» Grid, the definition: Geographically distributed computing
resources configured for a coordinated use
* Physical resources & good network provide hardware capability
 The “Middleware” software ties them together

Edited by lan Fostor
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How does a computing Grid work?

— J
=
Client Site
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Implemented ATLAS Grid Structure

Tier-0 (CERN): (15%)
*Data recording

Tier-2 Centres *Initial data reconstruction
*Data distribution
Tier-1 Centres Tier-1 (11 centres): (40%)
- - - - 10 Gbit's links : *Permanent storage
D *Re-processing
*Analysis
*Connected by direct 10 Gb/s

SARA-NIKHEF 2 | network links

Ay, Nt beriaruie
-

= i Tier-2 (~200 centres):
' : (45%)

»

3. ; e Simulation
.—“" ' - 4 :
QR B, * End-user analysis
o P
TRIUMF

INFN - CNAF  veranver Coneata

Sologoa llaly

NORDUGRID
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How to look for rare particles?
» Many of these rare particle are so heavy they decay
into other lighter particles instantaneously
 \When one searches for a new particle, one looks for
the easiest way to get at them
» Of many signatures of the rare particle final states,
some are much easier to find =»e.g. for the

Standard Model Higgs particle

=Ry

- H > ZZ* - 4de, 4, 2e2, 2e2v and 2u2v
- H-> WW*>2e2v and 2u2v

— And many more complicated signatures

Dec. 7, 2022 A HTC, HEP & the Society 32
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How do we look for a rare particle?
1. ldentify Higgs candidate events

2. Understand fakes (backgrounds)

3. Look for a bump!!
— Large amount of data absolutely critical

Events7 5 GaY

!

/|

H’x

t\ JLedt = 10®""
o M- imchors)

N e
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Integrated Luminosity [fb]

Amount of the LHC Data

700
B 2018 data taking
= Peak inst. luminosity: =

60— ~2x10% cm?2 -1

20— W

1% /7

i Gl

40— Superb performance!! y 5
kg f 2012: 21.2fb!
- Total at 7 and 8

30 :_ - TeV ~1fb-!/week
O 2012

20 [ The discovery
& announcement S0l

10 - A on 2015
B R7- 201 at 7 TeV 15 31 b
B / at 13 TeV

0 | ! ——— e — ; ]
02-Mar 02-May 01-Jul 31-Au 31-Oct 31-Dec
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Challenges? No problem!
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Events / GeV

Data - Fit

What d|d statlstlcs do for H|ggs% yy’?
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2500
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200
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-200
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>
&

Vs = 7 TeV det—oosz B

—— Background-only

ATLAS Preliminary

Apr 18, 2011

H—vyvy channel

Excess of .4 @ at M,;=126.5GeV
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ATLAS Mass Bump Plot (H>4()?

16.56 Excess!!

[ ] Signal (mH=125*GeV)
B 8ackground zZ"’
B Background Z+jets, tt

35 1 1 1 1 I ] 1 1 1 I 1 1 1 1 I 1 1 1 1 I 1 1 1 1 I 1 1 I 1 I 1 I 1 1 I 1 1 1 1 I 1 1 1 1
Vs = 7 TeV _f Ldt=0.05fb '  Apr 24, 2011

ATLAS Preliminary
H—zZ"—54l channel
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Performance of the Grid for LHC

« ATLAS Distributed Computing on the Grid

210 Tier-1s + CERN +

~70 Tier-2s +...(more than 80 Production sites)
* High volume, high throughput process through fast network!!

Apr 1 —Jul 12 2012 Completed Grid Jobs

1,600,000

1,400,000 t ~830K daily average
completed ATLAS Grid jobs

1,200,000 =

1,000,000 =

W e 1

600,000 f=

400,000

200,000

2012 04 10 2012 04 24 B 2012-05-08 2012 05 22 ) 2012 06-05 2012 06 19 2012 07- 03

0

W User Analysis W MC Production [ Testing

M Group Analysis
[1J Others M \validation I Data Processing [ unknown

Maximum: 1,462,725 , Minimum: 370,104 , Average: 829,629 , Current: 370,104

ATLAS 2012 dataset transfer time. e
R ; ; : ; Mean 5.258
RMS 7.557

E Overflow 15
800 ' :

5_ Data available for
I :

&0 . o e
Physics analysis in ~ 5h
P
\
200 L
% 10 20 30 T 50 50 70

last_transfer_time - first_transfer_time, hours.

Apr 1 -Jul 4 2012 Data Transfer Throughput (MB/s)
AIll ATLAS sites

Up to 6GB/s week average

Throughput (MB/s)
S
F3

o > e ’L"’ A A A AP P D P a0 S
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The commercial world picked up..

Early 90’s

N amaz,onm‘Ecz
Many private entities fully utilized the webservices

internet communication we ve developed to
multi-trillion dollar venture!!

%+ Drophox
The concept of cloud and the HTC turned
into a new area of study, the Data Science!! ') GQ()S[Q Cloud Platform
Dec. 7, 2022 n HTC, HEP & the Society
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So why is HEP relevant to me?

» HEP explores the most fundamental nature of
the universe!

* The discovery of the dark matter and making of
dark matter beams will take us to the next
quantum level

» Discoveries will realize our 1000 year dreams

» Outcome and bi-products of HEP research
improves our daily lives directly and indirectly

- WWW came from HEP

Dec. 7, 2022 A HTC, HEP & the Society 40
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So why is HEP relevant to me?

» HEP explores the most fundamentals of the
Universe!

» Discoveries will realize our 1000 year dreams

* The discovery of the dark matter and making of
dark matter beams will take us to the next
Quantum level

» Outcome and bi-products of HEP research
improves our daily lives directly and indirectly
- WWW came from HEP

— Advanced detector technologies like GEM will make
a large screen low dosage X-ray imaging possible

Dec. 7, 2022 A HTC, HEP & the Society 42
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Bi-product of High Energy Physics Research

Y Channel #

- A A
W &~

12

N W A U0 OO N 0 ©

=

h2

Entries 177982

=y

Meanx 6.989
Meany 7.271
RMS x 3.047

RMS y 3.023

1"

|
13 14 15

X Channel #

Can you tell what the object is?
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So are we done with the HTC?

 LHC has performed extremely well!

The data size will increase by over 10 fold in HLLHC
— Computing will be stressed even further!!

» Grid computing infrastructure has served well thus far
— LHC users process PBs of data & billions of jobs

* High Intensity, large scale experiments, such as DUNE
will record even larger amount of data than the LHC

» |dentified limits in databases scalability, CPU resources,
storage utilization, etc, are being addressed

» Utilization of quantum computing and machine learning
technologies actively sought
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Conclusions

HEP is an exciting endeavor in understanding the universe

In the quest for the origin of the universe, High Energy Physics

— Uses accelerators to “look™ into extremely small distances

— Uses large detectors to explore nature and uncover secrets of universe

— Uses large number of computers to process data in a timely fashion

— Large amount of accumulated data =» computing grid performed
marvelously for expeditious data analyses

Physics analyses at one’s own desktop using computing grid
sitting behind has happened and is improving fast!!

Computing grid used in other disciplines with large data sets
Computing grid fully integrated into everyday lives

— The pandemic accelerated this process
A true computing grid is revolutionizing everyday lives ....
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HEP’s Impacts to the Society?

« WWW and other advanced computing technologies from HEP

greatly reduced the physical distances between us

— Help freeing oppressed people and protecting their freedom

— Keeping people from being imprisoned by their physical limitations or

even by a pandemic
* HTC generates petrillions (=1000 trillions) dollars of economy
» Data science becomes a major area of education

— Helps recording and analyzing enormous data in the COVID-19 fight
* All these technologies that can do good things, however, are
instead harmful if used by those lack humanity and fundamental
human decency

— See how spreading misinformation hurts the very humanity we care!!
* Be a good person first with a heart toward the good of humanity
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Let’s all dream,
not just for tomorrow,

not even just for the next year,

but for 1000 years into the
future for the whole humanity!!
N T !



Additional Materials
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FFT: Number of beam particles per sec?
» What is the number of particles per second for an
accelerator facility that can provide:
— P MW of total beam power
— of charged particles of energy E GeV?
Np( [sec;E GeV; P MW) =P/E-63x10" (particles/sec)

— What is the number of protons per second for 120GeV
beams at 1.2MW? O

Np( /sec;120 GeV;1.2 MW ) = 20 6.3x 10" ( particles/sec)

=6.3%x10" (particles/sec)
— What is the beam current? /=N -1.6x10™"

=1.2x107(C/sec)=12uA
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* Phase | ND consists of [ LAr TPC

making up the PRISM] - SAND
 Phase Il Full Suite ND consists of [ LArTPC - Maanetized

(0.5T) large volume HPGAr TPC (10atm 4 My=1t, V,=108m3|
w/ ECAL, making up the[PRISM] - SANC
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Data Management Software Performance

J dashbc Completed jobs

40,000,000 . . 365 We.eks from Week 26 of 2009 to Week 26 c')f 2016

35,000,000 |=
30,000,000 |=
25,000,000
20,000,000 |=
15,000,000 =
10,000,000 =

5000,000 f=
= -"!“““I II
o b L r—n—vm::v—ﬂ_h—'—. DDHHHHWH = all- Hﬂﬂ_ —auil
210 2011 2012 2013 2014 2015 216
M Analysis M MC Simulation B Cehers M Group Production |l Data Processing
M MC Reconstruction B TO Processing M Extra Production [ unknown
. Maximum: 38,501,884 , Minimum: 0.00 , Average: 23,811,027 , Current: 30,491,396 . )
Current scale — 25M jobs completed every month at >hundred sites Kaushik De
First exascale system in HEP — 1.2 Exabytes processed early in the LHC run
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Growing Use of “Owned” and of
“Opportunistic” Resources

Py % Opportunistic use of resources " 1L
by “Campus Users” - d
equally increasing T e
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000,000 researchers | I 11|
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